CPSC445/545   Introduction to Data Mining Spring 2008

Homework 2 (Due:  Thursday, Feb 21, 2008)

The following exercises can be easily done with the information provided in most of the online R tutorials mentioned on http://www.r-project.org and covered in the second lecture given by Jiang Du.

If you run into (unexpected) difficulties, it is fine to consult with one of your classmates and/or Jiang,
(1) Energy consumption is a very important topic at present. We read and hear about it on a daily basis. A major use of energy is heating homes in the winter and this provides motivation to understand the role of insulation in reducing energy consumption in home. 

The R data.frame “whiteside” in the data library “MASS” contains data about energy consumption for homes both before and after insulation as a function of outside temperature. Using the R “data” command, load this data.frame in an R session.

(a) Produce scatter plots of the data using different symbols for “before” and “after.”

(b) Use the R lm function to produce linear fits to each data set using linear regression. What is the sum of the square of the residuals for each fit?
(c) Produce a single plot showing the data and linear fit for both sets of data. Please provide plot labels.

(d) Can you make any quantitative statements about what % of the energy, insulation saves?

(2) Chapter One of Super Crunchers contains a discussion of the eHarmony matching service. This exercise involves building a greatly over simplified classification function in R that could form the foundation for such a service. Consider the training set 
http://kiwitobes.com/matchmaker/agesonly.csv that contains the ages of several couples and a 0 or 1 to indicate whether or not they are a match.  Clearly this is a very elementary training set.

(a) Enter this data set in an R data.frame and produce a scatter plot in the “ages” plane with the 0’s and 1’s with different labels.

(b) Implement the following simple algorithm in R:
Compute the centroids of the coordinates of the points labeled 0 and the points labeled 1. Given a new couple (point) to be classified, choose the class whose centroid is closest in the Euclidean sense. 

Using the entire training set, plot the points and their respective centroids.

(c) Divide the training set into two pieces (say 70% and 30%). Compute the centroids based on the 70% piece and apply the classification rule to the 30% piece. Compare your predicted classifications with the classification given in the training set and report the accuracy.
(3) Consider a perceptron that takes a vector (X1, X2, X3) as input and outputs either 1 or 0. Below are several examples of its behavior:
	X1
	X2
	X3
	Output

	0
	0
	1
	0

	0
	1
	0
	1

	0
	1
	1
	0

	1
	0
	1
	0

	1
	1
	0
	1


(a) Write an R script to perform the perceptron training algorithm and apply it to the dataset above.
(b) If the values of X1, X2 and X3 are limited to {0, 1}, the perceptron will become equivalent to a boolean function of X1, X2, and X3. Find such an equivalent boolean function for your resulting perceptron in (a), and then write an R script to test whether they are equivalent or not (for all possible inputs).
Email your brief to the TF, Jiang Du (jiang.du@yale.edu), no later than Thursday, Feb 21.

