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Introduction
With the widespread use of the internet, networked applications have expanded to provide many services that a few years ago would have seemed impractical or futuristic. Among them are applications that allow you to find your perfect date, to file your taxes online, rent movies or even to send away gifts you don’t like. With the proliferation of the internet the demand for programs that use information in more complicated and advanced ways has risen. Commercial entities have come forward to fulfill this demand, and the internet has become the center for many applications driven by information. As information use and sharing among applications becomes more desirable we have seen the downside of sensitive information being accessible to entities for which it was not intended. 
When we look at the development goals of the internet and of computer networks in general we can easily see the contradictory goals that protecting privacy would present. The internet was developed by people who saw great potential in being able to share scientific and military information quickly and easily between computers. Concerns about the privacy of information created by the new applications mentioned above, give us the goal of making sure that information is only accessible by the entities that it is intended for. By definition this means making information sharing more difficult as we don’t want a legitimate user of information to be able to share that information with someone who does not have a legitimate right. For example if I submit my personal information to an insurance company, I don’t want the insurance company to share my information with others who might use it to send me advertisements or for more sinister purposes. Current computer systems and networks have been built with the first goal of ubiquitous access and information sharing in mind. Therefore protecting sensitive information requires us to completely rethink the way that computer systems are designed. Potentially there are two routes that we could take. One is to allow computer systems and the internet to enjoy the free architecture that they have at present but to prosecute violators with strict laws on information security. The other is to completely redesign computer systems with the additional goal that information should only be accessible by parties that the owner of the information trusts. 
The first alternative, thus far has not provided adequate results because of several reasons. The internet is global and far reaching. The policing of this global network, has to be done through a global authority. Yet no such authority exists. Laws local to different nations have been introduced but because the laws are diverse and vary from one country to another, entities who are involved in violations have been able to continue operations simply by shifting their base to a different country. Therefore, there has been a lot of research done to develop technological solutions that would make computers trusted. This would allow users to confidently send information to a different computer knowing that it can only be used for one particular purpose. 
The Present


The present architecture of computers was not designed with privacy in mind. As a result we have systems through which, once information is represented in electronic form within it, anyone who has access to that computer system could make further copies or redistribute it. For example if jetBlue’s computer system contains a database of customer information records, anyone who has access to this database would be able to make copies of it or to transmit it in various forms to unauthorized users. Even if there were passwords which restrict the usage to a few individuals, the present architecture makes it easy for programs such as screen capture utilities to run in the background and capture sensitive information which can then be transmitted over the internet. These programs running in the background could be programs which have been deliberately installed by a malicious user of the system or the program could be installed by a virus or a Trojan of some sort. Basically a user who trusts his/her personally identifiable information to a corporate computer system of this type is faced with the following questions. 
1. Can I trust the organization not to make copies or to give my information to someone I don’t want it to be given to?

2. Even if I trust the organization (and all the individuals that are part of it – a significant level of trust) can I trust the computer system not to be infected by spy ware/viruses that could be sharing my personal information over the internet?

3. If the organization practices a strict privacy policy and only allows its databases to be accessed by its own affiliates can I trust the affiliates to protect my information at this same level?

With present day computer systems and technology none of these questions can be answered without a considerable amount of doubt being raised. For example the second question above is impossible to answer in the affirmative. The reason is that with the current architecture programs have a shared memory model where although you could be using a very secure program which does not share its information with any other programs, there could still be another program running in the background that is just reading the first program’s memory and monitoring the screen, reading the keyboard input etc. Basically everything that the first program is doing could be scrutinized by the second program. However secure you make the first program with encryption or passwords, the architectural flaw cannot be avoided. Spyware such as the Gain Network’s Gator are programs that use this flaw for commercial interests such as identifying an individual’s shopping habits.

Organizations that rely on these computer systems and attempt to implement privacy policies are also faced with several issues. 
1. If the organization claims to restrict outside access to the sensitive information that it has in its database it must be able to enforce the policy among its employees. This means that employees must not be able to simply export a database or copy data to another medium. This step assumes that employees will both respect the privacy policy and know exactly which accesses should not be allowed under the policy. In a large organization, educating and making sure that all employees are aware of the details of the privacy policy is itself a complicated task.

2. A second problem that the organization faces is that in enforcing a privacy policy the affiliates of the organization also need to enforce the policy as strictly as the parent organization does. Current technology does not provide any method of guaranteeing that this is the case. As the affiliates have no direct contact with customers they have no incentive to enforce the privacy policy strictly (The Principal-Agent Problem).
Trust


Before delving into the architecture of a trusted system it is necessary to define the context in which we use “trust.” In the context of trusted systems this term entails that the legitimate owner of the information believes that the information is being used appropriately. For example if I require that jetBlue be able to use my personal information but no other entity will have access to my information, then a trusted system would make sure that this belief is accurate (by restricting all other uses other than those that I specify). As another example if a company asks for my delivery address to be used to deliver goods during the next week, I could specify that I want my address destroyed after a week and in a “trusted” system this would happen. 
Possible Applications

If all the computer systems connected together could be trusted this would create a scenario which would make enforcing privacy policies very straightforward. In a global network such as the internet we could look at the case in which a few of the countries decided not to accept the policies. By definition, none of the trusted systems would trust the remaining systems, leading to the systems that were not part of the trusted platform having to adopt the platform in order to continue to be a part of the network. The alternative would be for them to be part of the network but not be able to access any of the sensitive information (A state of isolation from everyone else). Therefore we see that a global police force to enforce laws is not absolutely necessary. This allows market forces to dictate without a global authority intervening. A trusted system if accepted by enough network nodes, would force the remaining nodes to also embrace the “trust” technology. A big problem with the current architecture is that once we give a piece of information out to a different entity, we no longer have control of what happens to that information. With email addresses for example, once an address is used for online purchases the corporate entity has the address and has full control of that data. If I wanted to revoke rights to my email address because the entity suddenly became my enemy, this would not be possible. Once information leaves your computer, you have no control of it. With a trusted system this would be changed drastically. The ownership of the information does not change just because it’s in someone else’s hands. The trusted system still has to enforce the policies to which it was bound at the time of the transfer. 

A valuable application of trusted systems would be in enforcing P3P policies. The Platform for Privacy Preferences (P3P) project which was developed by the World Wide Web Consortium is a simple and automated way for websites to specify “intent.” P3P could be used by the site to describe exactly what it does with the data that it collects and a user could decide not to visit that site if the user does not like the P3P policy. A problem with this right now is that there is no real enforcement to force a site to behave exactly as specified in the policy. By linking P3P with a trusted system, the user could have complete “trust” about how the sensitive information will be used by the site.
Limitations

There are certain limitations to this approach however, as no technological solution can stop someone from writing down the information displayed on the screen or simply remembering it and telling someone else about it. This is beyond the scope of a technological solution. These limitations should not be a concern in pursuing a trusted system solution. The reason is that an individual writing down information is not something that can be done in a very large scale and also it’s not really a fault with the computer system as this could happen even if there were no computers involved.  
Architecture Requirements
Before I describe the architecture developed by the Trusted Computing Group it’s important to note the following goals and how they help in establishing the privacy of sensitive information.
1. The computer system which handles the sensitive information must be in a known state (ie. It must be able to identify each program that is running on the system, or it should be possible to completely isolate the program handling the sensitive data from other programs). This is important because without this we could have spyware/viruses running in the background which could have access to the sensitive information.

2. It must be possible to attest to this known state. Without this feature a corporation could pretend to be in a known state but not really be running a trusted platform, in which case the owner of the information should not transmit the sensitive information. It’s important to note that this is not a general form of attestation, because only the corporate database needs to attest what system its running, the user need not attest what he is running because it’s the user who trusts the corporate database by submitting the information, not the other way round.
3. The information should only be accessible through programs that have been specifically identified by the owner of the data. For example if I’m sending my personal information to a trusted system at jetBlue, I would want only the trusted database application to be able to access my information. The mass mailer application should not be able to access my information. 

Architecture
The “Trusted Computing Architecture” was proposed by the Trusted Computing Group (TCG) as a solution to the need for a trusted computing platform. It is important to keep the three goals mentioned above in mind as we go through the specifications of the architecture. 

The Trusted Computing Group is a group of computer manufacturers and operating system manufacturers which have come together to build a trusted platform. The key companies in this initiative are Microsoft, Intel, IBM, HP and AMD. 

When a Trusted System is started according to this architecture it goes through a series of steps. The first is to verify the authenticity of a unit known as the core root of trust. The core root of trust (CRT) is very important because everything else is built up on the assumption that the core is valid. If the CRT is authentic the boot process would go into the next stage which would be to execute the instructions in the CRT. The first step of the core is to validate that the next stage is valid and then execute it. Likewise, a sequence of executions takes place, and at every stage the system will be at a known state running software or firmware that has been verified. Therefore the Trusted Computing Group’s specification takes care of the requirement that the system should start up in a known state. If any of the validation checks fail the system has two options. The first option which has lost favor with manufacturers of late is to simply shut down and refuse to start up. The other option is to start up in a state where the system is unverified. In this state, the system cannot be trusted and none of the sensitive information stored in the system is accessible.

Information should only be accessible by an application if it is specifically named by the owner of the information. This is for requirement (3) above. To accomplish this, The Trusted Computing Group specifies several requirements that a trusted platform should meet. A trusted platform must provide strong encryption, hashing and random number generation algorithms. These algorithms are used to store information in encrypted form so that only a program which has the appropriate permissions will be able to access the sensitive information. The Trusted Platform Module which is defined by the Trusted Computing Specification is able to store an unlimited number of keys for its applications as well. This avoids the potentially insecure “password file” which is also stored with the data the password protects. The keys are stored separately in the Trusted Platform Module (TPM). Therefore, the Trusted Computing Group specification satisfies our third goal in creating trusted systems for sensitive information. 

The software portion of the specification is developed by Microsoft as the NGSCB (Next Generation Secure Computing Base). Previously known as Palladium, Microsoft expects to integrate NGSCB into the next Windows release by 2005. Palladium (or NGSCB) provides our 2nd goal which was to be able to attest that a trusted platform is running and be able to prove the authenticity of the software running on the platform. There is a key difference though. The difference is that NGSCB attempts to provide attestation for all software applications. This is not limited to the software that will be handling sensitive information in a corporate database, but is extended to all software so that individual users can be made to attest to the authenticity of software running on their system. If we consider the programs that an individual runs on his/her computer as personal information, this attestation itself is an attack on the user’s privacy. 

NGSCB provides several features which are important for establishing the privacy of user data. One of the more important features is memory curtaining. Memory curtaining refers to strong hardware enforced memory isolation, where each program is running in its own space and cannot affect or read data from another program’s memory. This means that sensitive information being handled by one program is safe from the prying eyes of another program which is running at the same time. This completely controls the spyware issue. For example if Gator were to be run on a trusted platform it would not be able to access data that is being used in the tax return preparation software running simultaneously. Not even the operating system itself can access the memory spaces of the programs that are running. This means that even if such a system was compromised by a virus, the virus would be harmless as it would not be able to affect the functioning of other programs or have access to sensitive information. Serious privacy abuses where viruses take control of email software and send out emails to people in an individual’s address book are no longer possible. A key advantage here is that most of the change to implement memory curtaining is done at a hardware level so that Palladium (or NGSCB) is completely backward compatible and able to run programs which were designed for previous Windows versions. Only programs that relied on unsafe methods of sharing data will fail to function.

A second feature that NGSCB provides is secure Input/Output. This is also a key improvement in enabling the privacy of data. This stops the ability of key loggers/screen capture programs of being able to access sensitive information that is being typed or displayed on the screen. This functions by encrypting the input/output stream right up to the point that the output device outputs data or from the point that the input device inputs data. A feature built into this is the ability for a program to determine if the input actually came from an input device or was actually displayed on the screen for the user. This avoids the possibility of a malicious program which could attempt to hijack an anti virus program.

A third feature of NGSCB is Secure Storage. Secure Storage addresses the inability of the current PC architecture to store keys securely. To address the fact that keys should only be accessible to legitimate users, NGSCB uses the ingenious method of generating the key each time it is needed by using a combination of the software running as well as the configuration of the computer platform at that moment. This means that the key need not be stored as it can be recreated whenever it is needed. This method of generating the key as a combination of the platform configuration and the software that is running on the platform is rather controversial as it means that the information can only be accessed on the same system as it was created on. If privacy of the data is the chief concern this should not be the way to create the key as the owner should have the ability to specify from which platforms or computers the information can be accessed. Secure storage allows for passwords to be stored separate from actual data, which greatly increases the security of the data.

The Trusted Computing Group specification together with the Next Generation Secure Computing Base provides us with several important features that can be used in the implementation of a trusted system according to our definition of “trust.” A key difference here is that the scope of the Trusted Computing Group specification and the NGSCB is not just limited to organizations or entities that handle sensitive information but to all computers as a whole. Also another difference is that the TCG specification attempts to protect data even when it’s on the computer from which it originated, essentially protecting the data from its legitimate owner.
Issues

A key issue that the Trusted Computing Group has to face before the Trusted Computing Platform can become reality is the scope of the system. The TCG specification as described above attempts to solve a large number of non-privacy related issues. For example, although Digital Rights Management is a serious issue for the movie and music industries, this takes the focus away from the privacy issues that the platform can solve. This has lead several groups to be completely against the “Trusted Computing” platform. Also, Microsoft’s role as the only operating system developer in the consortium has been treated with some suspicion. Although several of the ideas seem really innovative, it’s hard to convince computer users that Microsoft is the ideal corporation to be leading the campaign for “trust.” The scope should be revised to handle only corporations and other entities that deal directly with sensitive information originating outside. The system should not be used to protect information from their legitimate owners as they should have full control of information. 

As mentioned above attestation is only required between a company that is asking for sensitive information and a user. And the user, in most circumstances does not need to perform an attestation. Therefore this is something that should be removed if privacy and security is really the focus of the Trusted Computing Platform. 

Another key issue is that the platform configuration and the software running on the platform are used as the key for sealing data. This does not seem to be very effective in maintaining the privacy of data, and rather has the effect of forcing the user to always use the same application programs. For example a user who seals information with Microsoft Excel can only unseal it with the same application and if Excel stops the export functionality the user will not be able to move to a different application resulting in very uncompetitive behavior. Therefore this is something that also needs to be revised.
Advantages

There are many advantages to using a Trusted Computing platform, some of which were named before. If the issues with the TCG Specification are fixed, it could provide an effective technical solution that can greatly reduce the opportunity for sensitive information to be stolen or accessed by parties who do not have legitimate access. Memory curtaining is an excellent idea which could stop spyware and other improperly coded programs (memory leaks etc.) from leaking sensitive information.

If we consider the case with the jetBlue customer database, we see that if the Trusted Computing Platform were used by jetBlue, it would probably have stopped the database of sensitive information from being leaked out. Of course this depends on the privacy policy actually being specified in the trusted platform. If the policy were clearly implemented then the trusted platform would have stopped the data from being copied. Also as mentioned before, the Trusted Computing platform provides a good basis to enforce P3P policies among organizations. This leads us to think that the trusted computing systems should be implemented in entities that deal with sensitive information. Implementing trusted systems on end user machines does not seem to add a lot of privacy or security and seems to be directed more at restricting end users. This narrowing of scope is something that is definitely required.
Conclusion

The Trusted Computing Group’s effort to bring forward a trusted platform is commendable. Although the system specifications currently have several deficiencies it seems that with a relatively small amount of change the Trusted Computing Platform could be used as a starting point to provide users of computer networks with more control over their sensitive data. With the widespread use of sensitive information in computer networks, implementing a system such as this is a requirement that needs to be fulfilled as soon as possible. With regard to the scope of the Trusted Computing Platform, the TCG has gone a little outside the path of what’s best for end users. This is something that they need to realize and correct soon, so that the good ideas which are part of the platform can benefit users in the near future.


The ideal route to take in tackling privacy issues is to provide strong technological solutions combined with strong legal measures. Even if the trusted systems of reduced scope, as defined in this paper, are not able to tackle all the cases of computer related privacy, by adopting trusted systems the number of cases could be reduced greatly. With a reduced number privacy related crimes law enforcement will be easier. Something that would also help in implementing Trusted Systems would be the involvement of an independent, non-profit group such as TRUSTe in the development of trusted systems. If an independent organization (or several) played a significant role, the public would find it easier to accept the role of large corporations such as Microsoft within the Trusted Computing Group. With the broad range of applications that rely on the use of sensitive information continually growing, implementing effective Trusted Systems is an inevitable next step. 
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