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From Supervised Learning 
to Reinforcement Learning

• In supervised learning, when the agent 
makes a mistake, it is immediately given 
feedback in the form of the correct 
response

• In reinforcement learning, when the agent 
makes a mistake, it will later be given 
feedback in the form of a punishment or 
reward



Passive Learning in
Known Environments

• Given a set of training sequences that end in a terminal 
state (with a reward)
(1,1) à (2,1) à (3,1) à (3,2) à (3,3) à (4,3) à +1
(1,1) à (2,1) à (3,1) à (3,2) à (4,2) à -1
(1,1) à (1,2) à (1,3) à (2,3) à (3,3) à (4,3) à +1
(1,1) à (2,1) à (3,1) à (4,1) à (3,1) à (3,2) à (4,2) à -1

• Determine the expected utility U(i) associated with each 
non-terminal state i

Actual 
Utility 
Values

Estimated
Utility 
Values

-0.1 0.1 0.2

-0.4

-0.5 -0.70-0.3

-0.2



Comparison of Reinforcement 
Learning (Utility) Techniques

LMS
Temporal Difference
Adaptive DP

Exploratory ADP



What if we have no good 
model of the environment?



Two Basic Types of 

Reinforcement Learning

Utility Learning

• Learn a utility function 

that maps states to 

utilities and select an 

action by maximizing the 

expected value

• Needs a model of the 

environment (needs to 

know which state an 

action will result in)

• Predictive

Action-Value Learning

• Learn an action-value 

function that gives the 

expected utility of taking a 

given action in a given 

state

• No need for an 

environment model

• Do not know where 

actions lead, so it cannot 

look ahead



States and Actions

Actions = transitions

action a
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Environment = states
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Rewards

R(s,a) = reward at state s

for doing action a



Trajectories

s0 a0 r0 s1 a1 r1 s2 a2 r2



Markov Decision Process (MDP)

• set of states S, set of actions A, initial state S0

• transition model P(s’|s,a)
– Markov assumption

• Reward function R(s,a)
• policy: mapping from S to A

– p(s) or p(s,a)

environment

agent action

reward
new state



Agent Learns a Policy

• Reinforcement learning methods specify 
how the agent changes its policy as a 
result of experience.

• Roughly, the agent’s goal is to get as 
much reward as it can over the long run.



Goals and Rewards
• Is a scalar reward signal an adequate notion of a 

goal?
– Maybe not, but it is surprisingly flexible.

• A goal should specify what we want to achieve, 
not how we want to achieve it.

• A goal must be outside the agent’s direct 
control—thus outside the agent.

• The agent must be able to measure success:
– explicitly;
– frequently during its lifespan.



Returns



Returns for Continuing Tasks



Q-LEARNING
(Learning sequences of actions that generate rewards)



Learning Sequences
• Q-Learning allows an agent to learn 
chains of actions.

• Even though the agent lives only in the 
present, it acts as if it can see into the 
future
– Cannot even predict the next state

• Propagation of credit from the 
consummatory behavior back through the 
chain of appetitive behaviors 



Temporal Assignment Problem
• How do you determine which actions 

successfully produced the goal state?
• Q-learning solves this problem without 

needing to explicitly remember the 
sequence of states that lead to a reward.

• The price you pay is that it depends upon 
repeated visits to each state/action 
combination.



Q-Values

• Big idea:
– Compute the quality value (or Q-value) 

for each possible action a in state x
– Choose actions stochastically on the Q-

values



Q-Learning Approach
• Update the Q-values according to the following 

rule:

• For a given learning rate a and a discount rate of g
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Discounted prior Q value Updated with new Q value



How Q-Learning Works

Rcba

Waterhole state
(high reward)

Large Q-value



How Q-Learning Works

cba

Large Q-value

Increased Q-value, 
discounted by g



How Q-Learning Works

b

e
Increased Q-value, 

discounted by g

Increased Q-value, 
discounted by g2



How Q-Learning Works

Rcba

Waterhole state
(high reward)

Large Q-value

Increased Q-value, 
discounted by g

e

Increased Q-value, 
discounted by g2



How to Change 
the Learning Rate

• What happens in the standard update rule 
if we just gradually drop the learning rate 
over time?
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How to Change 
the Learning Rate

• What happens in the standard update rule 
if we just gradually drop the learning rate 
over time?

• Solution: Make a different learning rate for 
each state/action combination based on 
the number of times visited:
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Problems with RL

• Clearly defined states and actions
• Infinite visits to each state
• No look-ahead

– States with no exit



Reinforcement Learning for 
Classic Arcade Games 

• 2014 Nature paper from Google’s Deep 
Mind project

• Input: Pixels & score (reward)
• Output: joystick controls & button press







Why does RL fail on 
Montezuma’s Revenge?



Starcraft II

• Real-time, imperfect information, long-term 
planning and reward, ~100 decisions per second

• Beat 4 top human players in Dec 2018, 10 to 1
• Trained with RL and Deep networks



Relative Complexity



Administrivia

• PS 5 due tonight
• PS 6 out today/tomorrow
• This week: Unsupervised Learning and

Natural Language Processing


