Visual Perception — Part |l

CPSC 470 — Artificial Intelligence
Brian Scassellati
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2D Convolution Example
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Kernel

-1*39 + 056 + 1*24 = 59
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Comparison of Edge Detectors

Results usin
Roberts Cross
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Zero crossings with © =2.0  Canny with G = 1.0, Canny with O = 2.0,
T1=255,T2=1 T1=128,T2=1



Segmentation via Region Growing

4-Connectivity 8-Connectivity

K

* Region growing techniques start with one pixel of a
potential region and try to grow it by adding adjacent
pixels until the pixels being compared are too dissimilar.

« The first pixel selected can be just the first unlabeled
pixel in the image or a set of seed pixels can be chosen

from the image.

— Usually a statistical test is used to decide which pixels can be
added to a region.



K-Means Example 1

1. Select an image: IimgsfPa”UU?B.jpg Zl 2. Select a processor: |KMCIuster Zl 3. Click process== I

Options:

Init Method IU

640*480 (607,118): RGB(20,22,1) Process done | (228,26): RGB(255,170,0)



Today: Other Vision Tasks

* Finding similar images
» Extracting 3D structure

* Object recognition



Finding Similar Images




Finding Similar Images

view full size view full size view full size view full size

 Uses
— ldentification/recognition
— Web-based searches
— Databases
— Medical imaging



Searching for Image Similarity

Query Image Retrieved Images
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Extraction



Sample Visual Features

Color (histograms, gridded layout, wavelets)

Texture (Laws, Gabor filters, local binary
partition)
Shape (first segment the image, then use

statistical or structural shape similarity
measures)

Objects and their Relationships

— This is the most powerful, but you have to be able to
recognize the objects!



IBM’s Query by Image Content
(QBIC) at the Hermltage I\/Iuseum

QBIC COLOUR SEARCH

* Query based upon color histogram distribution

* |n use as on many on-line image database sites
(museums, clip art, etc.)



IBM’s Query by Image Content
(QBIC) at the Hermltage I\/Iuseum

QBIC COLOUR SEARCH
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* Query based upon Colorhlstogram dlstrlbutlon"

* |In use on many on-line image database sites
(museums, clip art, etc.)



QBIC texture

view full size

view full size

What does it mean to have similarity of texture?

Textels: spatial patterns (defined by a set of
filters) that are repetitive across a region

Good results on simple, well-defined textures
Poor results on complex scenes



Color and Shape
(really spatial distribution)

@ei  wea= - Color histograms miss
. important spatial

vt - information
. - Approaches
;',l

T eely
TR R .;m]m.,gc....u — Apply color histograms to
File Edit Options ” e i regions
* Dynamic regions
 Static boundaries
— Treat the spatial

distribution as another
feature space

— Look for shape features

-
Query Completed. .. 21 hits returmed (ot leost 12968 possible resuits searched)



Color and Shape Queries
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« (Good reproduction of color histogram search,
but fails to capture much of the spatial
distribution

 Still a very hard problem



Search by Example

 Because all selection is feature-based, we can
use an image as the query

* Query generates a feature vector, which is then
checked for similarity in the rest of the database



ImageNet Architecture
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Figure 2: An illustration of the architecture of our CNN, explicitly showing the delineation of responsibilities
between the two GPUs. One GPU runs the layer-parts at the top of the figure while the other runs the layer-parts
at the bottom. The GPUs communicate only at certain layers. The network’s input is 150,528-dimensional, and
the number of neurons in the network’s remaining layers is given by 253,440-186,624—64,896-64,896—43,264—
4096—4096—-1000.



Current (2018) best scores on ImageNet yield a 2% error rate.



Extracting 3D Structure:
Shape From X

(where X= stereo, motion, focus,
contours, texture, shading, etc.)




Shape from Shading

* Very hard!

* Requires a large
amount of information
and/or assumptions:

— Smoothness
assumption

— Lighting and
reflectance models

— Structural information




Monocular Depth Cues

Linear perspective in Renaissance art
(School of Athens, Raphel)

Observe

Motion parallax Relative size/ familiar size



Shape from Texture

X * Relies upon pre-
| defined knowledge of

hee |
‘ ﬂ,{m,,'." the texture pattern
We (since the repetition
ogt o and distortion

produces the shape)

* Mostly applied to
synthetic images

* Very hard to specify
In real-world images




Shape from Structured Light
(Creating a Known Texture)

* Add structured light to a scene to make a known texture

* Look for the variations of this known texture to
reconstruct 3D features



Relating Disparity and Depth

Disparity is the difference between the locations
of the two image projections
If the camera positions are known then the

interpretation relies upon matching features from
the two images and doing the geometry



Shape from Motion
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From Motion to 3-D Models

+ motion
information




Context matters




Object Recognition




Two Schools of Thought

 Structural Pattern Recognition

— The data is converted to a discrete structure
(such as a grammar or a graph) and the
techniques are related to computer science
subjects (such as parsing and graph
matching).

» Statistical Pattern Recognition

— The data is reduced to vectors of numbers
and statistical techniques are used for the
tasks to be performed.



Structural Pattern Recognition

(related to model-
based methods)

Generalized Object
Representation
— Generalized Cylinders

— Polyhedral
Representations

Compose objects as
a combination of
these items

What are the basic
units?



Statistical Pattern Recognition

Eigenfaces Projection

Decompose the selected
objects into a set of
features

Use statistical techniques
to group the features into
classes

Assign detection and/or
recognition probabilities
based on statistical
distribution

Example from Takeo
Kanade’s face detector



Face Detection and Recognition

Coder | —m E
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Projection Sysicm

¥

Recognition & Coding
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* Detection
— ldentify areas in the scene that are potential faces

* Alignment
— Standardize the scale, rotation, and balance
* Recognition
— Compare feature vector with stored databases



Face Detection

« Example from Takeo Kanade’s face detector



Face Recognition
(Pentland, MIT)

FERET: Frontal Recognition Rates

252 Individuals
Views: FA & FB

10 15 20
Dimension of Eigenspace

T AT

FERET face database

A recognition accuracy of 99.35% was obtained
using two frontal views of 155 individuals.



Deep Face
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Ca/ista_Flocl{ﬁart_OOOljpg Frontalization: 32x11x11x3 32x3x3x32 16x9%x9x32 16x9x9x16 16x7x7x16 16x5x5x16 4096d 4030d
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Figure 2. Outline of the DeepFace architecture. A front-end of a single convolution-pooling-convolution filtering on the rectified input, followed by three
locally-connected layers and two fully-connected layers. Colors illustrate feature maps produced at each layer. The net includes more than 120 million
parameters, where more than 95% come from the local and fully connected layers.

Face Recognition: Detect - Align - Represent - Classify
« Labeled Faces in the Wild dataset with 4M images
 Deep Face: 97.35% accuracy with 120M parameters
 Human performance: 97.5% accuracy

Taigman,Yang, Ranzato, & Wolf (Facebook), CVPR 2014



Detecting Arbitrary Objects Statistically:
Building many, many Classifiers

Query Image Retrieved Images
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Boat Detection

2 demo: boat recognition - Netscape [_ O] x|
File Edit View Go Communicator Help
w_‘ " Bookmarks A Location: Ihttp://www.cs.washington.edu/research/‘imagedatabase/demo/boat/ LI @' What's Related m

@InslamMessege @ ‘WebMail @ Contact @ People @ Yellow Pages @ Download [_‘j Channels

Boat Recognition

1. Select an image: IboaUQ7180237‘jpg j 2. Select a processor: |OR_sailboat Ll 3. Click

Options:

320%240 Process done ! (300,12): RGB(0,0,0)

+ Quick help: select an Image and a Processor, click the Process hutton.
+ Processors:

o OR_sky Sky recognition

o OR_sea. Searecognition

° OR_boat Boat recognition

o OR_sailboat Satlboat recognition

[comments to yi{@cs. washington. edu
Last Modified: Wednesday, December 31, 1969 16:00:00

&= [ B 5 AR ‘
i ] Slanl Microsoft PowerPoint - [sh... ”Eﬁ demo: boat recognitio.... W 1203PM




Vehicle Detection

demo: Yehicle Recognition - Netscape

File Edit Yiew Go Communicator Help
w,,.t'Bl:n:nknnalks v,/ Localion:Ihttp://www.cs,washington.edu;’research.r'imagedatabaseidemo;’cals/ Zl @'What's Related m
@lnstanl Message WebhMail Contact People Yellow Pages Download ['_1 Channels

-

Vehicle Recognition

1. Select an image: Icar213.jpg vl 2. Select a processor: |VehicleRecognition vl 3. Click
bl

Options:

Sigma | 2.0

Triangle Len | 181

756%504 (682,84): RGB(196,166,174) Process done! (586,366): RGB(154,161,153)

* Quick help: select an Image and a Processor, click the Process button.

+ Processors:

VehicleRecognition. The final result.

ContourSymmetryCal. Localize the horizontal position by contour symmetry.

GraylLevelSymmetryCal. Localize the horizontal position by contour gray-level symmetry.
HorizontailineSymCal. Localize the horizontal position by symmetric horizontal line length.
SymmetryFinder. Localize the horizontal position by voting by the three symmetry-based methods above .
IntensitySymFinder. Localize the horizontal position by Intensity-based-symmetry. (slow, high resolution)
IntensitySymFinder2. Localize the horizontal position by Intensity-based-symmetry. (fast, low resolution)
Horizontalfdge. Localize the horizontal position by Horizontal-edge-based recognition. |

a Dofrsninn

§ == | &pplet Cardpplet running

R Start | Microsoft PowerPoint - [sh... "ﬁg demo: Vehicle Recog... W ® 1209pP

o o o © o o o o
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Building Detection

% demo: building recognition - Netscape

File Edit View Go Communicator Help

‘!' Bookmarks .& Location:Ihtlp:!/www.cs.washinglon.edu!research!imagedatabase/demo/clc_br/

=] )7 What's Related m

E]Inslant Message WebMail Contact @ People @ Yellow Pages Download d Channels

Building Recognition

1. Select animage: [imagesip06.JPG

Options:

6407428 (507,1): RGB(54,146,219) Process done !

+ Quick help: select an Image and a Processor, click the Process button.
* Processors:
o CSOSSM_br: Building recognition by consistent line clusters

[comments to yi{@cs. washington. edu
Last Modified: Wednesday, December 31, 1963 16:00:00

j 2. Select a processor: |CSOSSM_br

j 3. Click

U TRy

(1,310): RGB(255,255,255)

FEE=| [
=] Slalll Microsoft PowerPoint - [sh... "gg demo: building recog...

%5 AP ED) 2| 4
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‘man in black shirt is ‘construction worker in "two young girls are "boy is doing backflip on
playing guitar.” orange safety vest is playing with lego toy." wakeboard."
working on road."

i R y' !4.. e —
"girl in pink dress is "black and white dog "young girl in pink shirt is ‘man in blue wetsuit is
jumping in air." jumps over bar.” swinging on swing." surfing on wave."

Deep Visual-Semantic Alignments for Generating Image
Descriptions (CVPSR 2015). Andrej Karpathy, Li Fei-Fei.



Today: Other Vision Tasks

* Finding similar images
» Extracting 3D structure

* Object recognition



Deep Network Problems

“panda” “gibbon”

57.7% confidence 009.3% confidence



