1 Background

1.1 Colonel Blotto Game

Colonel Blotto Game or simply Blotto is a two-player zero-sum one-shot simultaneous game. Blotto was first proposed by Émile Borel in 1921, who solved the case with 3 battlefields and symmetric resources. The game attempts to simulate the psychology of players. In the game, two colonels are tasked with directing and dividing \( N \) troops over \( k \) battlefields, simultaneously. A colonel 'wins' the battlefield if the number of troops they put on that battlefield is greater than that of the other colonel. In the case of a tie, we will determine the winner by a coin flip, although some versions instead attribute half a win to both colonels.

As in this game, there exists a finite number of strategies and being only a two player game, game theorists have long studied Blotto and have sought out important characteristics of the game such as Nash Equilibrium. Pure strategies have been quite well studied in the past, but mixed strategies are a different ball game. They are more complicated, but have the opportunity to give insight into different types of strategies.

As an application, this game easily extends notions of the electoral college, where two candidates can distribute their funds to different states, each of which have different payoffs given the number of electoral college votes they give. Blotto has other natural extensions to resource allocation problems and developing a better understanding of strategies through mixed strategies can further an understanding of optimal play.

1.2 Example

Consider the follow example of a game play. Suppose each colonel has 6 troops to place in 3 battlefields. Suppose Colonel 1 chooses \((2, 2, 2)\) as their allocation and Colonel 2 chooses \((1, 2, 3)\).
See that Colonel 1 wins battlefield 1 and loses battlefield 3, and wins battlefield 2 up to a coin flip. One natural question a game theorist would ask is what are the Nash Equilibrium.

1.3 FiveThirtyEight Data Set

The data I will start off working with is provided by FiveThirtyEight. The site ran a blotto game with online participants where each strategy was ran with every other strategy and used to determine the overall winner. In this game, which I will begin with had 10 battlefields with weights $[1, 2, \ldots, 10]$ and every player was given 100 troops.

1.4 Non-Zero-Sum

Unlike the zero-sum case, where each Colonel either wins or loses. An interesting extension of any project that looks at strategies is to see if the strategy would do well in a non-zero-sum version of the game. In this case we define the non-zero-sum version of the game to be where the payoff $U_1 = \sum_i u_{i,1}$ where $u_i$ is the payoff from battlefield $i$ for colonel 1.

And using such a definition we can extend this one-shot game to an iterated version similar iterated prisoners dilemma which is a well studied game theoretic problem.

2 Motivation for Genetic Algorithms

The motivation for utilizing Genetic Algorithms over other learning techniques is that strategies in Blotto are related to one another. Intuitively one thinks that if a strategy is a good strategy, a slight perturbation or mutation should also yield a strategy that does similar in performance.

In order to come up with a mixed strategies, we would like to have a set of good strategies to derive a probability distribution. Additionally such a process would allow us, the tester, to instead of coming up with all possible strategies, just sample a subset of strategies, making the process more tractable and efficient.

Initially I will utilize a simple framework for our Genetic Algorithm and look into different algorithms as well as spend time parameter fitting.

START
Generate the initial population
Compute fitness
REPEAT
    Selection
    Crossover
    Mutation
    Compute fitness
UNTIL population has converged
STOP

3 Project Outline
First I intend to build a framework to run Blotto games as well as incorporating data from FiveThirtyEight. Then I will start running genetic algorithms on existing strategies using strategies from FiveThirtyEight as a benchmark or source of strategies for mutations. Then using the results I will construct a mixed strategy agent as demonstrated in a paper by Tofias (2007), where we evolve players against a self-evolving player and then estimate probability distributions of strategies to determine mixed-strategy profiles. Then use the mixed-strategy agent to see its performance against a non-zero sum version of Blotto.

4 Deliverables
1. Blotto game framework, both zero-sum and non-zero-sum.
2. Genetic Algorithm to compute approximate mixed strategies with tested parameters
3. Agent that uses the above mixed strategies in non-zero-sum cases
4. Report detailing the approaches and difficulties encountered

5 Extensions
1. Extension to multi-player blotto
2. Extension to asymmetric versions of the game as in Tofias (2007)
3. Extension to find Mixed Strategies in the iterated version
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